Lesson 1

**Few-shot learning aims to replicate the remarkable human capacity to identify novel objects within a category of similar items using only a limited number of examples. In contrast, conventional learning models rely on extensive datasets for training, which can be costly to assemble on a large scale. Additionally, these models excel at capturing insights from infrequent data instances, where only a handful of examples are accessible.**

**Zero-shot learning** refers to the capability of a model to acquire knowledge from data without direct exposure to it, effectively achieving learning without any prior access to it.

**Google Colab** is a cloud-based platform provided by Google that allows users to write, execute, and collaborate on Python code using Jupyter notebooks. It provides free access to GPU and TPU resources, making it a popular choice for machine learning and data science projects.

**Co:Here** is a company that provides natural language processing models to help improve human-machine interactions.

Machine learning can be classified into broad categories:

1. The type of supervision during training can vary, including supervised, unsupervised, semi-supervised, self-supervised, and other methods.
2. Some machine learning systems can learn incrementally on the fly through online learning, while others require batch learning.
3. Machine learning systems can work by comparing new data points to known data points (instance-based learning) or by detecting patterns in the training data and building a predictive model (model-based learning).

Lesson 2

* It’s important to take into account the business context of a machine learning application.
* Before starting, select an appropriate performance measure.
* Use descriptive statistics to gain an understanding of the data structure.
* Utilize visualizations and correlations to explore relationships within the data.
* Set aside a test set before beginning to work with the data.
* Combine attributes to uncover stronger correlations.
* Data cleaning and transformation often require the most effort.
* Numerical attributes should be transformed to the same scale before applying machine learning algorithms through standardization or min-max scaling.
* Categorical attributes can be transformed using one-hot encoding or numerical transformation.
* Skewness in the data can be addressed by applying a logarithmic transformation.
* Cross-validation can help in selecting the best model.
* Hyperparameters can be tuned using grid search or random search.
* Monitor the performance of the system and its inputs regularly.
* We know there’s an overfitting problem because the training error is low (actually zero) while the validation error is high.
* The SKLearn (Sci-kit learn) framework provides powerful tools for data transformations, metrics, and data pipelines.
* Sci-Kit Learn is remarkably well designed and it’s principles are summarized in this paper: [[1309.0238] API design for machine learning software: experiences from the scikit-learn project (arxiv.org)](https://arxiv.org/abs/1309.0238)
* Stratified sampling can help preserve the characteristics of the dataset when splitting it into training and test sets.
* Missing values can be imputed using methods such as median imputation or by dropping columns or rows.
* The Mathplotlib framework provides powerful visualization tools for data exploration.
* Evaluate multiple models to select the best one using validation techniques.
* The Joblib framework can be used to save and retrieve models.

Summary of chapter II from Hands on Machine learning book:

Steps for ML project:

1. Look at the big picture.

2. Get the data.

3. Explore and visualize the data to gain insights.

4. Prepare the data for machine learning algorithms.

5. Select a model and train it.

6. Fine-tune your model.

7. Present your solution.

8. Launch, monitor, and maintain your system.

• Popular open data repositories:

—OpenML.org

—Kaggle.com

—PapersWithCode.com

—UC Irvine Machine Learning Repository

—Amazon’s AWS datasets

—TensorFlow datasets

• Meta portals (they list open data repositories):

—DataPortals.org

—OpenDataMonitor.eu

• Other pages listing many popular open data repositories:

—Wikipedia’s list of machine learning datasets

—Quora.com

—The datasets subreddit

1. Frame problem:

* What is the business objective of it all?
* What the current solution looks like?

A sequence of data processing components is called a data pipeline

This is clearly a typical supervised learning task, since the model can be trained with labeled examples.

Examples are labeled

This is a univariate(single dependent variable), multiple (mutiple indip. variables), regression(predicting) task

Performance measures:
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  + Used if not many outliers
  + *m = number of instances*
  + **xi** = Vector af all features of instanacei (excl. label)
  + **X** = matrix of all feature of all instances. = Matrix composed of *ith* row = transpose of **xi**
  + *h*(ypothesis) is your system’s prediction function --> predicted value ŷ(i) = h(x(i))
  + RMSE(X,h) is the cost function
* mean absolute error:
* If many outliers ![A picture containing text, font, white, handwriting
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the ℓk norm of a vector v containing n elements is defined as ∥v∥k = (|v1|k + |v2|k + ... + |vn|k)^1/k. ℓ0 gives the number of nonzero elements in the

vector, and ℓ∞ gives the maximum absolute value in the vector.

The higher the norm index, the more it focuses on large values and neglects small ones.

1. Check the assumptions

Recheck if the assumptions are right. E.g. check if you are really working on a regression task, and not something that later gets classified in categories (classification task)

1. Get the Data
2. Create train set
   1. Before the brain detects a pattern in the data -> *data snooping* bias = overly optimistic estimation using the test set
   2. Need to always generate the same shuffled train set and not iterate over whole data
      1. Common solution --> use instance identifier as hash (set same number for random generator), always select same 20% from new information
      2. Alternative--> Save train set and load when needed
      3. Neither working if data updated
   3. Better solution: use each instance’s identifier if unique, if new data added => 20% of it is put in training\_set
   4. *train\_test\_split()* most common function in Scikit-learn to split test set => shorter function
   5. Purely random sampling can lead to non-representative sample
      1. => Stratified sampling => Dividing in categories, then sample from each category (should not have too many strata, and each stratum should be large enough!!)
   6. ScikitLearn provides a number of splitter classes in the *sklearn.model\_selection* package => various splitting strategies
3. Look for correlations
   1. .corr() function => Pearson's correlation coefficient
   2. scatter\_matrix() => matrix of correlations plots
   3. Build variables combinations (E.g. rooms / house)
4. Prepare data for ML
   1. Write functions to transform the data
   2. If missing values: Delete row, delete column, impute => SimpleImputer from Scikit
   3. Scikit OrdinalEncoder => Convert categories to numbers
   4. Scikit OneHotEncoder => Convert categorical => one-hot vectors
      1. Sparse matrix: containing only 1 and their position. Not 0s per se, they are assumed where no 1s. More efficient…
   5. Feature scaling and transformation
      1. ML Algorithms don't work well with data different scales
         1. Min-max (*normalization*) {0,1} => *MinMaxScaler* (Scikit)

![How to Scale data into the 0-1 range using Min-Max Normalization ...](data:image/png;base64,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)

* + - 1. Standardization, not restricted to range, much less affected by outliers => StandardScaler(Scikit)
    1. Fit scalers to training\_set only
    2. Training\_set values will always be scaled to range , if new data contains outliers => Might end outside range
       1. To avoid this => parameter *clip* = True
    3. ML doesn't work well with heavy tails => shrink tail beforehand / make distribution symmetrical
       1. Apply log / power of ^{0-1}
       2. Bucketizing feature: Chopping distrib. Into equal sized buckets => replace each feature with [index]bucket it belongs to
          1. If multi-modal => bucketize into categories, not values

Add feature for each mode => radial basis function = lower value if further from data. Scikit rbf\_kernel()

* + - * 1. If we transform target data => needs to be reverted back to normal: Scikit *inverse\_transform()*
        2. Faster => *TransformedTargetRegressor*
      1. Custom transformers
         1. No training required => write custom functions
      2. Pipelines:
         1. *Pipeline class*
         2. *make\_pipeline()*
         3. You can index the estimator[i] in the pipeline
         4. *ColumnTransformer()* applies the appropriate transform to each column as defined by u (categorical / numerical)

make\_column\_selector() => select all features of given type

* + - 1. Train & evaluate a model:
         1. On the training set
         2. Cross validation => *train\_ test\_split()* OR better: Scikit-Learn’s *k\_-fold cross-validation* => Split train\_set into 10-folds, train on 9 eval on 1 test. Iterate 10 times => return 10 evaluation scores
         3. Test different models and measure their performance
      2. Fine-tune model
         1. *GridSearchCV* class => automatically tune hyperparameters u choose => Takes a while
         2. *RandomizedSearchCV* => Better with many hyperparameters
         3. *HalvingRandomSearchCV* & *HalvingGridSearchCV* => Only test entire hyperparameter space on small training set ("Limited resources") => most significant hyperparameters go to next round on larger resources training\_set => Best hyperparameters evaluated on "*Full resources*"
         4. Ensemble methods => Combine models => better prediction (especially if very different types of errors from each model)
      3. Analyzing best models & errors => Get insights by analyzing the best models
         1. *sklearn.feature\_selection.SelectFromModel* => Automatically drop least useful features
         2. Look at type of error model makes
         3. Ensure model works well on all categories of the training\_set, not only on average
      4. Evaluate system on test-set
         1. Calculate confidence intervals
         2. Often performance slightly lower than in cross-validation => Don't retrain model on entire set
         3. Monitor performance in different ways: inputs, evaluate different versions of model
         4. Backup old models & able to revert quickly if needed
         5. Backup datasets versions, too

Lesson 3

* Kaggle is a popular online platform for data scientists and machine learning practitioners. It hosts competitions, provides datasets, and facilitates a community where users can collaborate, share insights, and showcase their skills in solving data-related challenges.
* Stratified sampling is a sampling technique in statistics where the population is divided into homogeneous subgroups or strata based on certain characteristics. A representative sample is then drawn from each stratum in proportion to its size, ensuring that each subgroup is adequately represented in the final sample, which helps reduce bias and increase the accuracy of the analysis.
* SimpleImputer is a class from the Scikit-learn library in Python that provides a straightforward way to handle missing values in a dataset. It offers various strategies, such as filling missing values with a constant, the mean, median, or most frequent value of the respective feature.

Lesson 4

The recent advancements in artificial neural networks (ANNs) can be attributed to several key factors:

1. The availability of vast amounts of data (commonly referred to as big data) has significantly contributed to the training of ANNs.

2. There has been a remarkable surge in computational performance, aligning with the predictions of Moore's law.

3. The gaming industry's development of powerful GPU cards has proven beneficial for parallel computations involved in training ANNs.

4. Minor adjustments to the training algorithms have resulted in substantial improvements.

5. The practical implications of certain theoretical limitations of ANNs, such as convergence to local optima rather than global optima, have been found to be less problematic than previously assumed.

6. ANNs have entered a positive feedback loop, where successful outcomes attract funding, leading to further advancements, and the cycle continues.

**Perceptron**: The perceptron serves as a fundamental component within a neural network. It encompasses the reception of input signals, assignment of weights and bias, and application of an activation function to generate an output. It constitutes the foundational element in the architecture of neural networks.

**Threshold Logic Unit (TLU)**: The TLU represents a specific variation of the perceptron, characterized by a distinct activation function. Unlike complex functions such as sigmoid or ReLU, the TLU employs a binary step function to produce outputs of either 0 or 1, contingent upon the comparison of the weighted sum of inputs with a predefined threshold. This simplicity of operation yields effective binary classification outcomes.

**Fully Connected Layer**: A fully connected layer, often referred to as a dense layer, establishes comprehensive interconnections between all neurons in the previous layer and the current layer. It achieves this by associating distinct weights with each connection. The layer then performs a weighted summation of inputs, subsequently employing an activation function. This layer constitutes a vital locus of computational activity within neural networks.

**Output Layer**: The output layer denotes the terminal stratum of a neural network, responsible for generating the final predicted outputs. The choice of activation function in this layer hinges upon the nature of the problem at hand, encompassing options such as softmax for multi-class classification or sigmoid for binary classification. It represents the ultimate stage in the processing and inference capabilities of the neural network.

**XOR Problem**: Perceptrons, namely single-layer neural networks, face limitations in solving the XOR problem due to its non-linearly separable nature. The XOR function necessitates a non-linear decision boundary, which cannot be achieved by single-layer perceptrons restricted to linear separations. Consequently, this problem remained beyond the capacity of such network architectures.

**Deep Neural Network (DNN)**: A deep neural network constitutes an advanced form of neural network architecture, distinguished by the presence of multiple hidden layers sandwiched between the input and output layers. These stacked layers empower the network to acquire complex and hierarchical representations of data, enabling it to tackle intricate and intricate problems more effectively.

**Backpropagation**: Backpropagation serves as a pivotal learning algorithm employed in training neural networks. It comprises two fundamental phases. First, the forward propagation stage involves the passage of input data through the network, producing corresponding predictions. Subsequently, the backward propagation phase commences, wherein the error between the predictions and the actual target values is computed and propagated backward through the network. This process enables the update of weights and biases using gradient descent optimization, thereby iteratively minimizing the error and enhancing the network's performance.

Lesson 5

It’s better to use the sigmoid function for gradient descent, instead of the heavyside function, because it is differentiable everywhere.

The **MNIST database** is a comprehensive repository of handwritten digit images. This extensive dataset comprises a substantial collection of thousands of grayscale images representing numerical digits ranging from 0 to 9. It serves as a widely recognized benchmark in the domains of computer vision and pattern recognition, enabling researchers and practitioners to train and evaluate machine learning models for accurate recognition and classification of handwritten digits.

**Mini-batches** are subsets of the training data that are used to update the parameters of the model during training. Instead of using the entire dataset to perform a single update, the dataset is divided into smaller, equally-sized batches. These batches are processed, and the prameters of the model are updated based on the average loss over the mini-batch.  
Using mini-batches has several advantages over using the entire dataset. First, it is computationally more efficient on GPUs because we can use parallelization to process multiple batches at the same time. Second, mini-batches are a compromise betweeen measuring only one instance of loss function and every instance for each pair of output and predictions. Choosing a good batch size is one of the decisions you need to make as a deep learning practitioner to train your model quickly and accurately.  
It is important to shuffle the mini-batches during training because it ensures that each mini-batch is representative of the entire dataset. If the data is not shuffled, the model may see similar examples in each mini-batch, which can lead to poor generalization and overfitting. Shuffling the mini-batches ensures that the model sees a diverse range of examples in each iteration, which can help the model to generalize better.

In machine learning, an **optimizer** refers to an algorithm or technique employed to enhance the performance of a machine learning model during the training phase. Its main purpose is to iteratively adjust the model's parameters, such as weights and biases, based on an error or loss function. This iterative process aims to minimize the error and improve the model's ability to make accurate predictions. By determining the direction and magnitude of parameter updates, the optimizer guides the learning process, helping the model converge towards an optimal solution.  
FastAi provides the SGD class, that does just that.